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Abstract: In this paper, we consider the initial-boundary value prob-
lem for nonlinear heat equations with nonlinear boundary conditions of
radiation type. The local well-posedness of this problem is shown by
applying an abstract theory for the evolution equation governed by sub-
differential operators. Moreover results on the uniform boundedness for
time global solutions are obtained.
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1 Introduction

In this paper, we are concerned with the asymptotic behavior of global solutions of
the following initial boundary value problem for the nonlinear heat equation:

Opu — Au = |uP~2u t>0, ze€Q,
dpu+ |[uli?u =0 t>0, z 0N, (P)
u(0,2) = up(x) x € €.

Here Q C RY is a bounded domain with smooth boundary 9Q; T > 0 is a given
constant; p € (2,00), ¢ € (1, p) are given numbers; u : [0,7] x 2 — R is a real-valued
unknown function. This problem (P) is a prototype of nonlinear heat equations with
nonlinear boundary conditions of radiation type.

When one tries to set up mathematical models for describing actual nonlinear
phenomena, it is crucial to determine right ruling nonlinear structures in domains
where the phenomena occur, but it is also very important to pay careful attention to
the choice of the boundary conditions. In other words, when we are concerned with
the diffusion equations, it should be noted that the standard boundary condition
such as Dirichlet or Neumann boundary condition is realistic only for the case where
there is some artificial control of the flux on the boundary. For a large scale system,
however, it is impossible to give such a control on the boundary. If there is no control
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of heat flux on the boundary, there is a prototype model in physics well known as
Stefan-Boltzmann’s law, which says that the heat energy radiation from the surface
of the body is proportional to the fourth power of the difference of temperatures
between the inside and outside of the body. In this sense, from a physical point
of view, it could be more natural to consider nonlinear boundary conditions rather
than the linear boundary conditions such as the homogeneous Dirichlet or Neumann
boundary condition.

There are large amounts of works concerning the asymptotic behavior of solutions
of the following nonlinear heat equation with the homogeneous Dirichlet boundary
condition:

Opu — Au = |uP~2u t>0, zeQ,
u=0 t>0, z €00, (1.1)
u(0,x) = up(x) x € €.

Uniform bounds of global solutions of (1.1) was first studied by [14] as an abstract
equation of the form w;+0! (u)—0?(u) = 0in L?(2). Here 7' are subdifferentials
of lower semi-continuous convex and homogeneous functionals ¥ (i = 1,2) on L*(Q),
where it is shown that every global solution of (1.1) is uniformly bounded in H{ ()
with respect to time for p € (2,pg). Here pg is the Sobolev critical exponent defined
by ps =ocofor N =1,2;pg = ]3—]_\72 for N > 3. Cazenave-Lions [5] showed that every
global solution (allowing sing-changing) solution is bounded in L () uniformly in
time provided that p € (2,pcr), where por, = oo when N =1 ; por, = 2 + %
when N > 2. (Note that pcr < pg for any N € N ). Giga [6] removed this
restriction on p for positive global solutions. Namely the uniform boundedness of
every positive global solution of (1.1) in L*°(2) was shown for any p € (2,pg).
Quittner [16] extended this result for sign-changing solutions. The main tool in [6]
is the rescaling argument and [16] relies on the bootstrap argument based on the
interpolation and the maximal regularity theory. However it seems to be difficult
to apply these devices for our problem (P) because of the presence of the nonlinear
boundary condition.

The main purpose of this paper is to derive the uniform boundedness in H'(Q)
and L>°() for every global solution of (P) by following the same strategy as that
in [14]. However, we can not directly apply arguments in [14], since the functional
associated with the Laplacian with nonlinear boundary conditions is not homoge-
neous, which is one of basic tools used in [14]. Nevertheless by introducing a new
substitutive argument to avoid the use of the homogeneity of functionals, we are
able to derive uniform bounds for global solutions in H'(£2). Moreover with the aid
of Moser’s iteration scheme, the uniform bound in L*° () is also obtained.

This paper is composed as follows. In the next section, we deal with the local
well-posedness of (P) in H'(Q) and L*°(92). In order to work in H'(f2), we reduce
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(P) to abstract evolution equations in a real Hilbert space governed by subdifferential
operators and apply a nonmonotone perturbation theory developed in [15]. For the
analysis in L>(2), we rely on the L*>-energy method given in [14].

In §3, our main theorem is stated and its proof is given by following the strategy
in [14] and by relying on Moser’s iteration scheme, whose main tool is proved in
Appendix.

2 Preliminaries and Local Well-posedness

In this section, we are going to show the local well-posedness for (P) by applying the
theory of the evolution equation governed by subdifferential operators. Throughout
this paper, H designates a real Hilbert space with inner product (-, -) and norm || -||.
Let ®(H) be the set of all convex and lower-semicontinuous functionals ¢ : H —
(—o0, +0o0] such that its effective domain D(¢) := {u € H; ¢(u) < oo} is nonempty.
For each u € D(¢), we call the set

9¢p(u) = {f € H;p(v) — ¢(u) = (f,v —u) Vv e D(¢)}
subdifferential of ¢ at u. Then d¢ : H — 2H becomes a (possibly multivalued)
maximal monotone operator with domain D(9¢) := {u € D(¢); d¢(u) # (0}, which is
called by subdifferential operator. We remark that D(0¢) C D(¢) C D(¢) = D(0¢)
holds (for the proofs see [2, 3]).

Define the functional ¢ on L?(§2) by

1 u2 T 1 uwlldo = {u 1 u q
p(u) = Q/QW . +Q/agl “do u € D(p) :={u e H (Q);u € L1(00)},
o ue @)\ D(y)

Then we can see that ¢ € ®(L?(2)) and the subdifferential operator associated with
¢ is given as follows (see [4]):

D(0p) = {u € H*(Q); dyu+ [u|7?u=0 a.e. on 90}, 1)
2.1
Op(u) = —Au.

Furthermore the following elliptic estimate for 0y holds, i.e., there exist some con-
stants ¢y, co > 0 such that

”UHHQ(Q) <cl| - Au+ UHL2(Q) +co Yu € D(0p) (2.2)
and D(9¢) = L*(Q) (see [4, 2]).
Hereafter we denote the L norm by || - ||, (1 < p < c0), a general constant by

C > 0 which may vary from place to place and Sobolev critical exponent by 2%, i.e.,

2t = 28 for N >3, 2" = oo for N =1,2.
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2.1 Local well-posedness in D(y)

We first show the existence of time local solutions of (P) for the initial values which
belong to the effective domain D(p) of ¢ (note that D(¢) C H'(Q)). We here
emphasize that even though d¢(u) = —Awu looks like a linear operator, this is not
the case since D(0¢) does not have the linear structure. Therefore we can not rely
on Duhamel’s principle. Instead we here rely on the following abstract theory of
nonlinear evolution equations associated with subdifferential operator.

Proposition 2.1. ([15]) Let ¢ € ®(H) and the following assumptions (Al) - (A3)
be satisfied.

or any L > 0, the set {u € H; ¢(u) + ||u||* < is compact 1n H.
A1) F L>0,th H 2< L} n H

(A2) B: H — H satisfies the following ¢-demiclosedness condition:
If uy, — u strongly in C([0,T); H), 0é(uyn) — 0¢(u) weakly in L*(0,T; H) and
B(uy) — b weakly in L*(0,T; H), then b = B(u) holds a.e. int € [0,T].

(A3) There ezist a monotone increasing function £(-) : [0, 00) — [0,00) and k € [0,1)
such that

IB(u)|* < kllog(w)l|* + (¢(u) + lull)  Vu € D(99).

Then for any ug € D(¢), there exists a positive number Ty = To(||uol], ¢(up)) € [0, T]
such that the following abstract Cauchy problem in H;

L) + 06(ut)) + Bu(®) =0, ¢>0,  u(0) = o,

dt
possesses a strong solution v € C([0,Tp]; H) such that
d
2t 06(w), B(u) € L*(0, To; H). (2:3)

Then we can apply Proposition 2.1 for the existence part of the following result.

Proposition 2.2. Letp € (2,2*) andug € D(p). Then there exists Ty = To(p(ug)) >
0 such that (P) possesses a unique solution u satisfying the following regularity

u € C([0,To); LA(Q));  Ou, Au, |ulP~2u € L?(0,Ty; L*(Q)). (2.4)

Proof. (Existence) Put B(u) = —|u[P~2u, then (P) is reduced to the following ab-
stract evolution equation in H := L?(f):

%u(t) + dp(u(t)) + B(u(t)) =0, u(0) = ug. (2.5)
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In order to show the existence of a solution of (2.5), we are going to apply Proposition
2.1. To do this, we have only to check three assumptions (A.1), (A.2) and (A.3). It
is clear that (A1) follows from the boundedness of the domain @ and the Rellich-
Kondrachov compactness theorem. Since —B(u) is maximal monotone and the
maximal monotone operator satisfies the demiclosedness property (in the standard
sense), assumption (A2) is also satisfied. To verify (A3), we note that there exists
A= A(p,N) € (0,2] such that
2p—4+A

lull5=3) < CllulPaggy Il Vu € H*(9), (2.6)

which will be proved in the next section (see Lemma 3.6).

Then by virtue of (2.6), the elliptic estimate (2.2) and Young’s inequality, we
obtain

1B 3 = lul 57

< Cllullzt lulr
< C (|- Au+ul” +an”4“

)\ 2p—4+X
< C (= AulF™ + Jullf™ +1) ey

2p— 4+)\

—_ 2= 2 p—4+
<el-aulf+5(22) T Rl +C (hl3 1) s
for every £ > 0. Hence since HuH%l(Q) < 2p(u) + ||lul|3, in view of (2.1), we can
assure (A3). Thus by Proposition 2.1 we observe that (P) admits a local solution
u € C([0,Tp); L3(Q)) satisfying (2.3).

(Uniqueness) Let u and v be two solutions of (P) on [0, Tp] with the initial values
ug € D(¢) and vy € D(y), respectively. Then w := u — v satisfies

opw — Aw = |uP~2u — |v|P~v t>0, ze€Q,
dyw + |u|T2u — |v]9 % = 0 t>0, x €09, (Py)
w(0, ) = up(x) — vo(z) x € Q.

Multiplying (P,,) by w and using integration by parts, we obtain

1d
—Nw®3 + [Vw ()3 +/ (lul"%u — [0]*™%0) wdo
o0

2dt
:/ (JulP~?u — [v[P~v) w dz.
Q



6 Kosuke Kita and Mitsuharu Otani

Since u — |u|?"?u is monotone increasing, [,q (|ul??u — |v|?"?v) wdo > 0.
Moreover we note

Yy
a2~ ol 2] = | [ o= Dlsp2ds] < (0= 1) (P24 P ?) o~
x

for all z, y € R!. Hence by Holder’s inequality, we obtain

/ (|u|p_2u - |v|p_2v) wdr < (p— 1)/ (|u|p_2 + \v|p_2) w?dzx
Q Q

< (=1 (@572 + lo@152) lw@)]5.

We here recall the following Gagliardo-Nirenberg interpolation inequality (see [11])
lully < € (IFullgllaly™ + ulls) — vu e HY(9),

where n € (0, 1) is determined by % =n(3 — %)+ (1 —n)i. By this inequality and
Young’s inequality, we obtain

(@I~ + @B =2) w2

C (Jlu®)F= + [lo@)[15?) (IIVw(t)||§”Hw(t)||§(1_”) + IIw(t)H%)
1

= 2(p—1)
+ C (Jlu@)BE2 + o) [52) lw(t)]3.

IN

IFw(@)l3 + € (@ + ) [572) 7 ()3

Since u and v satisfy the regularity (2.3) of Proposition 2.1, ¢(u) and ¢(v) are
absolute continuous on [0,7p] (see [3]). Noting that p € (2,2*) implies |ul[, <
C(p(u) + ||ul|3)'/?, we deduce that ||ull, and ||v||, are bounded above by some
constant M > 0 uniformly on [0, Tp]. Thus we get

1d 1 o\ _
5@ + S IV < € (@MP2) 75 + 20772 Jw(b)]}
Then by Gronwall’s inequality, we obtain

1
20((2MP*2)W+2MP*2)15

lut) = v(®)]13 < lluo — voll3 e vt € [0, To),

whence follows the uniqueness. O
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2.2 Local well-posedness in L*°(2)

In this subsection, we are going to show the local well-posedness in L>(£2) without
any restriction on the growth order p. The main tool here is “L*°-energy method”
developed in [13], for which we need prepare the following lemma ( see Lemma 2.2
of [13]).

Lemma 2.3. Let y(t) be a bounded measurable non-negative function on [0,T]

and suppose that there exists yo > 0 and a monotone non-decreasing function £(-) :
(0,400) — (0,400) such that

t
y(t) <o +/0 L(y(s))ds a.e. t € (0,7).

Then for any y1 > yo, there exists a number Ty = To(yo, y1,£(+)) € (0,T] such that
y(t) <1y a.e tc [O,To]. (2.7)

Proof. Put z(t) = yo + /Otﬂ(y(s))ds, then z(t) € C([0,T];RY) and y(t) < 2(t). So
z(t) satisfies

¢
z(t) < wo —i—/() U(z(s))ds for all ¢t € [0,T]. (2.8)

We here claim that

z(t) <y for all t € [0,Tp], 7Tp = min (yzlg(_yy)o,T). (2.9)
1

In fact, suppose that (2.9) does not hold, i.e., there exists tyg € (0,7p] such that
z(to) > w1, then since z(t) is continuous on [0,7] and 2z(0) = yo < yi, there exists
t1 € (0,t9) such that z(t1) = y1 and 2(t) <y; Vt € [0,¢1). Then, by (2.8), we get

t1

y1 = 2(t1) < yo + ; £(2(s))ds

§y0+f(y1)To§y0+@ <1,

which leads to a contradiction. Thus (2.9) is verified and hence (2.7) is derived from
the fact that y(t) < z(¢t) for all t € [0, T7. O

Now the local well-posedness of (P) in L>(€2) can be stated as follows.
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Proposition 2.4. Let uy € L*(QY), then there exists Ty = To(||uol|co) > 0 such that
(P) possesses a unique solution u satisfying the following regularity

u e C([0,To]; LA(2)) N L>=(0, Ty; L=(Q)),

2.10
Vo, Vit Au, Vt|ulP7?u € L*(0,Ty; L*(Q)). (2.10)

Proof. (Uniqueness) Let u and v be two solutions of (P) with the same initial data
up € L>*(Q) satistying the regularity (2.10). Then w := u — v satisfies (P,,) with
w(0) = 0. Multiplying (P,) by w, we now get

2< p—2, p—2
30 @IB< [ (2=l wda
S N
Q

< 0= 1) (Il 20 gemeiay + 101520 7oy ) 0@
< Cllw(t)|3,

whence follows from Gronwall’s inequality
lw(®)]3 < [lw(0)[3e*" = vt € (0,T).

(Existence) We consider the following auxiliary problem:

o — Au = |[u]y P2 u t>0, x€Q,
Apu + |u|T?u =0 t>0, x €09, (2.11)
u(0,z) = up(x) x € Q,
Here
M = Jlugflo +2 (2.12)

and [u]ys is a cut-off function of u defined by

M u> M,
[ulpr =< u lu| < M,
-M u < —M.
Set Bas(u) = —|[u]ar[P~2u, then the auxiliary problem (2.11) can be reduced to the

following evolution equation in L?(Q):

Lu(t) + 0p(u(t) + Buu(®) =0, u(0) = . (219
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Since By : L*(Q) — L?(9) is Lipschitz continuous, we know that (2.13) has a unique
global solution u € C([0,T]; L?(R)) for ugp € L?(f2) satisfying the same regularity
(except L*-estimate) of Proposition 2.4 with Ty replaced by T by applying the
abstract theory developed by H. Brézis (see Proposition 3.12 in [3]).

Furthermore we can show that uy € L*°(Q) assures u(t) € L>(Q) for all ¢ > 0.
To see this, put v(t) := e M" *ty(t), then v(t) satisfies

Bo(t) — Au(t) = (|[u]M\H - MP*Q)v(t), 2(0) = uo. (2.14)

Multiplying (2.14) by [v(t) — M]T := max(v(t) — M, 0) and noting that |[u]p|[P~2 —
MP=2 <0, we get

th H +}|2 /|V M2 dz <0. (2.15)
Here we used the fact that
/ Avjv — M +d:lc—/ Vv — M]"[*dz — O, v[v — M| do
oN
/|V +|2dx—|—/ |u|2v[v — M]"do
o0
/|v M)t dx—i—/ lu|T2M[v — M| *do
o
/\V M) ?dx.
Hence ||[v(t) — M]T|l2 < |[[up — M]T|l2 = 0 (which is assured by (2.12)), i.e

v(t) < M so we get u(t) < MeM™™ for a.e. t € [0,00).
Multiply again (2.14) by [v(t) + M|~ = max (—v(t) — M,0). Then in parallel
with (2.15), we get

- 2
thH )+ M2+ /|v )+ M]"|*dz <0, (2.16)
whence follows u(t) > —MeM" ™t Thus we get |u(t)|p~ < MeM” L. In particular,

we observe that u(t) € L™ for a.e. t € [0,00). Hence noticing that |u|"~2u € L?()
and | |[u]p P72 | < |ulP~2, we multiply (2.11) by |u|"~2u to obtain

1d
d’“(t)‘|33+<’“—1>/ \Vu!2|u!’“—2dx+/ ™7 2do
' @ 20

-
— / fular P~ " da
Q

/Q\UI””dw < [lu(®) 152 w17

IN
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Since the second term and third term of left hand side are nonnegative,

IIU(t)HTl%HU(t)IIT < Mu)IE 2 lu®)ly-

Divide both sides by ||u(t)||>~! and integrate with respect to ¢ on [0,], then we get

lu@)llr < lluoll +/0 () B u(r) |l d7

Note that even though ||u(t)||"~! attains zero, we can justify this argument by Propo-
sition 1 in [9]. Letting r tend to oo, we derive

t
lu@ oo < fluolloo +/0 () |[55" dr.

Hence applying Lemma 2.3 with 3o = ||[uolce; ¥1 = yo + 1 and £(y) = P! , we see
that there exists Ty > 0 such that

[[w(t)]loo < ||uol|oo + 1 a.e. t € [0,Tp).

Since M > ||ugllso + 1 by (2.12), we can see that u gives a solution for (P) on [0, Tp]
by the definition of cut-off function [u]ps. O

Remark 2.5. If ||ug||oc > 0, then applying Lemma 2.3 with yo = ||uol|e, ¥1 =220

and /(y) = y*~! and choosing Ty = W, we can show
0lfco

lu®lloo < 2[luollec ae. t € [0,T0].

From this observation we can deduce that the maximal existence time T, (u) of w is

larger than ao which can be sufficiently large for sufficiently small ||ug||c > 0.
0|lco

3 Uniform Bounds for Global Solutions

In this section, we discuss the existence of uniform bounds for global solutions of
(P). In order to investigate this, we make most use of a variational structure of our
problem, which can be characterized by the following functionals. Set

1 p
b(u) = 5”“”p7 (3.1)

J(u) = p(u) = P(u) (3.2)
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and
J(u) = —|[Vul3 - /a fultde + . (3.3)

Let u be a global solution of (2.5) satisfying (2.4). Then multiplying (2.5) by v and
du(t)/dt, we get

S (I = j(u(e)) Ve [0,00) (3.4)
and 9
%J(u(t)) 4 ’ %(t) ) =0 a.e. t € (0,00). (3.5)

Hence, in particular, it is obvious that J is monotone non-increasing in (0, 00) and
J(u(t)) < Jo:= J(up) for all ¢ > 0. (3.6)
Now our main theorems can be stated as follows.

Theorem 3.1. Assume that q¢ € (1,p), p € (2,2%) and up € D(p). Let u be a global
strong solution of (P) satisfying (2.4). Then we have

—2
q2p Jo |97 /P
Oy < |22 vt >0, 3.7
Ju)llz < |22 > (3.7)
sup i (u(t)) < ox, (3.8)

>0
where g := max (2,q).

Theorem 3.2. Assume that ¢ € (1,p), p € (2,2%) and uy € L>®(Q). Let u be a
global strong solution of (P) satisfying (2.10). Then there ezists Coo = Coo(p, q, |€2])
such that

lu®)l2 < Coo [[uollo vt =0, (3.9)

sup ||u(t)|loo < o0. (3.10)
t>0

To prove these theorems, we prepare some lemmas.

Lemma 3.3. Let g3 = max (2,q) < p and let u be a global solution of (2.5) satisfying
(2.4). Then we have

0 < J(u(t) < Jo vt >0, (3.11)

gap Jo |55 11/p

u(t QSBQZZ[
Ju(Oll < By o[BS

vt > 0. (3.12)
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Furthermore there exists a constant Cy depending only on p,q, Jo and || such that

t+1
sup/ ((u(s))® + ¢(u(s))?) ds < Cy. (3.13)

t>0 Jt

Proof. By (3.4), (3.3)and (3.6), we get

gl = -2 (IVaE + [ oo - o)

> -2 (LIvuig+ 2 [ juopas - Zlalg) + 222 o)y
> ~202u(0) + 22 o) (3.14)
> ~2q2.7(u(0) + 2212 102 ugo) I (3.15)
> 20200+ LI 0P Ju(o)f v € fo,00). (3.16)

Suppose that J(u(t1)) < 0 for some ¢; € [0,00), then by (3.5) we get J(u(t)) <0
for all t € [¢1,00), which together with (3.15) yields

Gl 2 222 0 )y v fu,o0). (317)

Since p > q2 > 2 and J(u(t1)) < 0 implies |[u(t1)|2 > 0, it follows from (3.17)
that ||u(t)||2 blows up in finite time, which leads to a contradiction. Thus (3.11) is
derived.

Suppose now that [|u(tz)||2 > Brz for some t; € [0,00), i.e., %|lu(t2)||3 > 0, then
|lu(t)]|2 is monotone increasing in the neighborhood of ¢t = t2. Hence, by (3.16), we
can easily see that

d
, @pqmm Hutt)llf >0 V€ [ta, 00),

()3 2 6= 240 +

which implies that ||u(t)]|2 is strictly monotone increasing and tends to co as t — co.
Hence there exists t3 > t9 such that

d P—q2 2-p
S0l = T2 0 )l vee s, 00)

This leads to a contradiction as before. Thus (3.12) is verified.
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Furthermore, since d||u(t)||3/dt = 2 (u(t),du(t)/dt)r2 < 2 ||u(t)|2 [|du(t)/dt]|2,
(3.5), (3.6) and (3.12) assure that ftH |d||u(s)||3/ds|*ds is uniformly bounded. Hence,
in view of (3.2) and (3.6), we can derive (3.13) from (3.14). O

As a consequence of lemma 3.3 and monotonicity of J(u(t)), we can conclude
that
lim J(u(t)) =: Jo > 0. (3.18)
t—o0
Remark 3.4. Estimate (3.12) implies that if Jy = 0, then there is no global solution
of (2.5) except the trivial solution u(t) = 0.

Lemma 3.5. Let g2 := max (2,q9) < p and let u be a global solution of (2.5)
satisfying (2.4). Then we have

pJo +1

liminf p(u(t)) < . 3.19
minf p(u(t)) < 20 (3.19)
Proof. Suppose that
pJo + 1
lim inf —_—
minf p(u(t)) > 22
Then we can see that there exists tg > 0 such that
Jo+1
olu(t)) > P20t Vit > 1. (3.20)
pP—q
By (3.4) and (3.20), it holds that
2 -
(e = su(e)
= —[[Vu(®)ll3 —/ lu(®)|*do + [[u(®)][;
o0
q2
HV 03 - / lu(®)|*do + [Ju(®)]];
qa Jon
= —qw(U(t)) + p(u(t))
= —pJ(u(t)) + (p — @2)p(ul(t))
> —pJo+ (p—q)p(u(t)) > 1 Vit > tg. (3.21)
Hence we get
[u(®)l[3 > [lulto)ll3 + 2(t — to) vt > to,

whence it follows that ||u(t)||2 — oo as t — oo, which contradicts (3.12). O
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Lemma 3.6. Let p € (2,2%), then there exists a constant A = A(N,p) € (0,2] such
that

1 _
lullo ) < Clulimg luliie®  Vue HX(Q) (3.22)

for some C > 0.

Proof. Firstofall, if N =1,2;0or N >3 and p < Q(N_l) , then we can take A = 2 by

Sobolev’s embedding H () ¢ L*?P~1(Q). For the case of N > 3 and p > 2(N 2)’

we note that the following Gagliardo-Nirenberg inequality holds:

lollap1) < Cllolly 0l Vo € HA(@), (3.23)

where 0 € (0,1) satisfies

2(p1—1) =0 (% - %) +(1- 9)%

Then we see that 2%\[__21) < p < % implies 0 < 6 = (JV—22()}€>7:12)1\H2 < 1 and
0<2(p—1)0=(N—-2)p—2N +2< 2. Since H'(Q) is continuously embedded in

2N

L~-2(Q), it follows from (3.23) that (3.22) holds with A = 2N —(N-2)p € (0,2). O

Lemma 3.7. Let p € (2,2%) and u be a global solution of (P). Then there exists a
monotone decreasing function To(-) : [0,00) — (0,00) such that for every ty > 0

p(u(t)) < e(ulto)) +1 vVt € [to, to + To(p(u(to)))]-
Proof. Multiplying (P) by —Au = dp(u(t)), we get by (3.22),

d _
dtsO(U(t)HIIAU(t)H%S/IAUHUI” L
Q
1 9 1 2(p—1)
< SIAu@)3 + S le@E )
1 _
< AU + Cllut) 23, lu)l ™

By (2.2) and Young’s inequality, for any n > 0, there exists C), such that

2(2p—4+12)
2p—4+)\
ol sy a2 <l gy + Collul e

2(2p— 4+/\)

<0 C ([1Au]l3 + [ull3 +1) + Cyllull 41 &
< CllAul3 + My(p(u)),




Bounds for global solutions with nonlinear boundary conditions 15

where M »(+) is a monotone increasing function on RT of the form M(s) = C(s +
1)2p ® 4 Cn(s+ 1) and we used the fact that HuHH1 Q) < C(¢(u) 4+ 1), which is

verified by the Poincaré-Friedrichs inequality, that is, |[ul[3 < C(||Vul3+ [, [ul%do+
1) holds for any ¢ € (1,00). Thus, taking n > 0 sufficiently small, we obtain

73 P(u(t) = My(p(u(t)).

Hence by applying Lemma 2.3, we can conclude the claim of this lemma (cf. [13]).
O

Lemma 3.8. Let g2 := max (2,q) < p and let u be a global solution of (2.5)
satisfying (2.4). Then we have

pJo +1

lim sup ¢(u(t)) < +3. (3.24)
t—00 p—q
Proof. Suppose that
Jo+1
lim sup p(u(t)) > Plot - + 3.
t—o0 pP—q

Then, by (3.19) of Lemma 3.5, there exist a couple of sequences {t¢}%;, {t5}°°
such that

tho<ts <th.q, th =00 asn— oo, (3.25)
pJo +1 B pJo+1

o(u(ti)) =0T 2 g o(ult 13, 3.26

(ulti) = 22T (ultz) = 22T (3:20
Jo+1

o) =20 T 01 vie s, e, (3.27)
P—q

Integrating (3.5) over [0, t], we obtain

/H —JO—J(U(L‘)) < Jo — Joo-

Therefore % € L%(0,00; L?(£2)). Hence

—0 as t — 00. (3.28)

- Hdr) L2(t,00;L2(Q))

In view of (3.20) and (3.27), by the same argument as for (3.21), we have

1 7 S
< B < |, vl (3:29)



16 Kosuke Kita and Mitsuharu Otani

Hence ||u(t)]|3 is monotone increasing in t € [t{, 3], so we get

lu()[I3 < [lu(t)]3 < C (p(uty)) +1) vt € [t th]- (3.30)

Integrating (3.29) over [t!,t5] and making use of (3.30), we get

- tn du
-t — d
pth< [ e e o

< C(e(u(ty)) +1) /t“ %(T)szT

i
n

1 s
fj(ﬂ”jm)Q ([ )’
< C(I;]‘)_J;; + 4)\/75;; —ti g(th).

Therefore from (3.28), we can derive that 5 — !, — 0 as n — oo, which contradicts
Lemma 3.7 and (3.26) with a sufficiently large n. O

soww@»+m</

Now we are ready to give a proof of Theorem 3.1.

Proof of Theorem 3.1. The assertion (3.7) is nothing but (3.12) given in Lemma 3.3.
By (3.24) of Lemma 3.8, there exists 71 > 0 such that sup;>p, @(u(t)) < pp‘i% +4.
Since ¢(u(t)) is continuous on [0, 00), we have supg<;<7, @(u(t)) < co. Hence (3.8)
is verified. O]

In order to discuss the uniform bounds of solutions in L°(£2), we prepare the
following device, which is a variant of results by Alikakos [1] and Nakao [10]. Its
proof is given in Appendix and can be done along essentially the same lines in the
proof of Lemma 3.1 in [10].

Lemma 3.9. Letw € I/Vllof([(), 00); L2(Q))NL52.([0,00); L®(Q)NH()) and assume
that w satisfies

d r - z r

el + cor Plw®)2 5 o) < cr lw@)ll; ae te(0,00)  (3.31)

for all v € [2,00), where cg > 0 and c1, Oy, 01 > 0. Then there exist some positive
constants a, b, ¢ such that

sup [[w(t)]jso < a%291+(90+91)bM0’
t>0

where My = max (1, ¢||w(0)| s, SUP;> lw(t)]|2)-
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Proof of Theorem 3.2. If ||ug|lcc = 0, then the unique solution of (P) is the trivial
solution u(t) = 0, so (3.10) is obvious. Let ||ug|loc > 0, then as is stated in Remark
2.5, we have

1

|u(t)]|oo < 2||uoloo a.e. t €10,Ty] with Tp = —.
2P ||uo|[ 5

(3.32)

In order to apply results prepared for the proof of Theorem 3.1, we are going to
derive a priori bounds for ¢(u(t)). Multiplying (2.5) by u, we get

5 @3 + e (ut) < lu@)]f < [lut)]5 19,
where we used the fact that ¢(0) = 0 and the definition of subdifferential yield

o(u) < (0p(u),u) 2. Integrating this over (0,7p) and using (3.32), we obtain

To 1 1 1
/ e(u(t)) dt < 27 [luo||& | ———— + 5Hu0H§0 = (| + 5) luoll%.  (3.33)
0 2P ||ug ||oo

We now multiply (2.5) by tdu(t)/dt to get

t du t 2(p—1)

LIS OIR +1 o) < S 15013+ L u(e) 2070

Integrating this over (0,7p), we get

2

To T
Ty p(u(Ty)) < [ elult) di+ 7L sup u(®)20 |9,
0 0<t<Tp

Hence in view of (3.32) and (3.33), we obtain
D p—2 1 2 p—4 p
p(u(To)) < 27 [luolles™ (192] + 5)lluoll5e + 277" [luoll3. 1€2]
1
<219 + ) lluollE- (3.34)
Consequently, from (3.34) and (3.12) of Lemma 3.3, we can derive

p—2 1
q2p Q72 271 (|Qf + 5)71/p
sup  flu(t)|l2 < 2
To<t<oo b—q2

|20/ co- (3.35)

Hence since |[u(t)]l2 < [Ju(t)|oo |22 < 2 ||uol|oo |22 for all t € [0,Tp], (3.9) is
derived. In order to derive the uniform bound of solutions in L>(2) on [Tp, o00), we
rely on Lemma 3.9.
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To do this, we rewrite (P) in the following way:
O — Au+ u = |ulP2u + u. (3.36)
Multiplying (3.36) by |u|"~2u (r > 2), we obtain
1 d T rT— T T— T
L IO = [ udude + ool = [ e ol 60

We first note that the left-hand side of (3.37), denoted by (LHS), can be estimated
from below as follows:

1d T rT— r— T
(LHS) = - )l + (= 1) / IVl " 2dz + / | 2do 4 Ju() !
r Q o0

1d 4(r—1)
>- ryp 22
> Lol + 5 |

1d . A(r—=1) T2
> ()} + = ) 3

Here in order to give an estimate for the right-hand side of (3.37), denoted by (RHS),
we use Holder’s inequality of the following form:

(6)]2113

R < O g l with o= S5 @3

This is valid for all & € (0, 1), which holds if and only if p < s. So we take s = 2*
for N =3 and s = 2p for N = 2 to get

el = 1l 122 < O ulf 13k . (3.39)
Then, recalling that |ul|, < C(@(u)41)'/2 which is uniformly bounded by (3.8),
we obtain by (3.38) and (3.39)
(RHS) < [[u(&) [~ a5 lu() 14 + u®)ll;

p—2

< Clu(®) 17 (sup e(u(e) +1) 7 [[[u() 512 + u(e);

t>To
< 2020 [u(t)] 2 (1210 + C ( 20N TS () |7+ [u()]I7

< r and ( U > 1 for all r > 2, from (3.37) we deduce

Thus since 2( 0

< Ora ()|l V€ [Ty, 00). (3.40)

S+ k], o

Then (3.40) implies that u satisfies (3.31) with co = 1, ¢c; = C, 6p = 0 and 01 = 1=
Thus the desired bound of u in L ([T, 00); L>(£2)) is derived from Lemma 3.9 and
(3.9). 0
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Remark 3.10. It is possible to show that the global bounds of p(u(t)) and ||u(t)||eo
depend only on initial data ¢(up) and |Jupl|ec ( as well as on p, g, |©2|) respectively,
if p satisfies the following more restrictive condition: 2 < p < 2,, where 2, = oo for
N =1and 2, =2+ 532 for N >2 (2, <2* for N > 2, see [5] and [12] ).

Appendix
We here give a proof of Lemma 3.9.

Proof of Lemma 3.9. For each k € N, setting

— k
rp = 2k ak:clrzl, Vk:corkeo, v=w?,

by (3.31), we get the following inequality

d
oI < —vlo®lzr @) + axllv@l3: (A.1)

We here note that the following Gagliardo-Nirenberg interpolation inequality

/] 2(1-06
10[13 < Cllol|Z gy ol < ekllvll?n gy + Cellvll?

__6_
holds with 6 = N+2 Here C,, = Cﬁek "% and we take €; > 0 sufficiently small

so that epoy + ek <y, and Cek > 1. Then we obtain

d
— | |w|"™dx < =i llo(t)[1 71 ) + Ce, lo(t)13
dt Jq Q)
< —ellv®)[I3 + (ex + k) Cep lv()]3
2
< —Gk/ |w|"™ dx + (e, + ag) Ce, / \w[”@*ldaﬁ>
Q

< —ek/ |w|"™ dx + (e + ag) Ce, sup/ [w|"F 1d;1: ,
Q >0
whence follows
sup/ |w(t)|™*dx < max (Sk sup/ |w ()|~ ldl‘ / |w(0 |7"’“d:v (A.2)
>0 Ja >0
o (Ek-i-ak)cek o . / . .
where 6 = === > 1. Indeed, it is easy to see that y'(t) < —ey(t) + C implies

sup;>o y(t) < max{¢,y(0)}.



20 Kosuke Kita and Mitsuharu Otani

Then the iterative use of (A.2) gives

/ fwl"eda < 6 67y - 07 T M,
“ (A.3)
My := max (1,c||w(0)]|so, sup ||w(t)]|2) with ¢=max (1,|Q]).
t>0

Set e, = 2~ (%0+00k and choose n > 0 sufficiently small so that ezay + ei <
and C,, > 1 are satisfied, then rewriting C, = Ce, " with v = % > 0, we have

5o = BTl _ iy gyt
€k
< Cuyy 6;7_2
< Cleg 2700 (k+1)=(342) 9(00-+01) (r+2)k
— 02790y~ (1+2) 901+ (B0 (+ 1)}k

—qa 2{91+(90+01)b}k’

where we put a = C' 2=%¢yn~0*2) and b = 4 + 1. Then by virtue of (A.3) with
inductive reasoning, we easily obtain

[w ()], < aP*2% My, (A.4)
where
2k (2R — & —2){6; + (60 + 61)b}
Pk = ok+1 qrk = ok+1 .
Since

1
kaiy g T0+ (Go+01)b as k1 oo,

from (A.4) we can derive (see [13])
[w(t)]oo < 22101+ 0o +600} a.e. t € [0,00).
O
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